Robotic autonomy in endocrine surgery
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Abstract: An autonomous robot is able to perceive its environment, make decisions and plans, then execute multi-step functions. Although surgical robotic technologies are widely accepted, robotic autonomy has not made its way into the operating rooms of today. As a result, robotic automation is an unfamiliar topic for most surgeons. In this review, we define the spectrum of robotic autonomy, provide a review of key components required for autonomy, and discuss some of the ways in which autonomy may be applied to endocrine surgery in the future. The integration of advanced imaging and surgical environment perception could augment surgical visualization and lead to the development of advanced semi-autonomous and autonomous robotic algorithms. The hope is that advanced robotic surgical technologies can make robotic surgeries safer, more efficient, precise and allow for greater patient access to advanced surgical expertise.
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Introduction

Novel robotic techniques and instrumentation are changing our approach to many surgical procedures. The surgical robot is now a familiar tool, seen in many operating rooms across the globe. In the realm of endocrine surgery, parathyroid and thyroid surgery remain most commonly performed in an open fashion. Still, over the past decade, we have witnessed an expansion of robotic surgery into head and neck endocrine surgery. Robotic thyroidectomy has been described using the retroauricular or facelift approach (1,2), transaxillary approach (3-5), bilateral axillo-breast approach (6,7) and transoral approach (8-10). Though not widely practiced, some institutions have gained extensive experience with robotic endocrine procedures (5,11).

Surgical robotic technologies are in a constant state of evolution. Innovative alterations are driving toward instrument diversification and miniaturization, enhanced navigation, improved haptic and visual feedback, as well as increased flexibility and maneuverability for nonlinear access. Another area of innovation, which remains largely in the experimental stage, is the development of autonomous robotic functions. We are in an era where robotic autonomy is commonplace outside of operating rooms. Starkly contrasted with the autonomous vehicles that are becoming common on our roads, robotic endocrine surgery of today relies entirely on direct surgeon control.

Fully autonomous robotic surgery, in which a robot is able to perform surgery without human intervention, still resides in the realm of science fiction. However, the implementation of robotic autonomy to enhance our capabilities is currently being explored. Herein, we will provide a framework for understanding surgical robotic autonomy and discuss some ways that autonomy may be applied to endocrine surgery in the future.
Figure 1 Requirements for autonomy—sense, plan, act. This figure depicts some of the components of what is needed to sense, plan, and act to perform an autonomous or semi-autonomous robotic task. The surgical environment consists of surgeons, the robot, and the anatomy of the patient, as depicted by the axial computed tomography image and the intraoperative fluorescence image of a parathyroid adenoma. The task plan can be partitioned into sub-tasks and even simpler components of individual motions. Dynamic instrument paths and trajectories must integrate with the deformation and movement of the tissues.

Spectrum of robotic autonomy

Fully autonomous surgery involves the performance of surgical tasks by a robotic system, without human intervention. Robotic autonomy exists on a spectrum, with a variable degree of robotic and surgeon involvement. Four categories are described to classify automation: direct control, shared control, supervisory control, and full autonomy. It is important to keep in mind that a robotic platform may perform functions from more than one category (12).

In direct control systems, the user is in full control of the robotic functions with the robot mirroring the surgeon’s movements without any automated assistance. The da Vinci Surgical System (Intuitive Surgical, Sunnyvale, CA) is an example of a direct control system. The human surgeon is in complete control of robotic actions.

In shared control systems, the robot and the surgeon share command of the instrument manipulators and work together. Rather than directly mirroring the surgeon’s movements, the robot may apply tremor reduction or motion scaling. An example of this is the Steady Hand Robot (Johns Hopkins University, Baltimore, MD), which applies counteractive forces proportional to the force sensed by the instrument to enable fine motion and precision for sub-millimeter surgical tasks (13,14).

In supervisory control systems, the surgeon is in charge of decision-making and surgical planning, but the robot executes the task. This decouples the commands of the surgeon from the actions of the robot. An example of supervisory control is stereotactic radiosurgery (e.g., CyberKnife), in which the surgeon adjusts a computer-generated plan prior to execution to ensure the system performs the task safely and effectively (15).

The final category is full autonomy, where a robotic system replaces the intraoperative role of a human surgeon. Such a system would have sophisticated sensory capabilities and the ability to plan and execute entire operations. This category exists in theory and is not likely to be realized in practice in the foreseeable future (12).

Surgical robotic autonomy

In order to perform an automated surgical task or procedure, a robot must be able to sense, plan, and act (Figure 1). We will develop these three capacities, explore what they involve, and discuss their importance (12).

Sensing refers to the ability to know the surgical environment. Sensory information defines what is in the surgical field, where it is in space, and where each
component is in relation to other structures. This means knowing the contour, composition and characteristics of the operative field and tissue. It also means knowing the environment around the tissue and surgical drapes, patient vital signs, and the robotic instrument location and motion paths. A surgeon seamlessly integrates visual information, spatial awareness, and tactile feedback with an intimate understanding of human anatomy. To mimic this degree of highly sophisticated perception and processing, an autonomous robot would need to continuously collect and process visual data to determine the position, orientation, depth and texture of each component of the surgical field. The system must also have a way to collect information about the environment deep to the visible topography of the field; as surgery is rarely performed in a single plane.

Current semi-autonomous robotic platforms utilize three-dimensional reconstructions created from preoperative imaging that are registered to the patient intraoperatively as a manner of “sensing” the operative environment. However, this is not real-time sensing, and can only be used in static environments like bony anatomy where the preoperative model is identical to the anatomy of the surgical field (see below). This preoperative imaging method cannot be applied to a soft tissue environment, as tissues are deformable and may not be identical (in location, space, size or character) to a static preoperative scan. In soft tissue environments, sensory data collection has been performed in the research setting using real-time ultrasound (12), instrument tracking methods (16), and fluorescent technologies (17).

Developing a technology that can accurately and rapidly sense and analyze the complexities of a dynamic surgical field is extremely challenging. Unlike bony anatomy of orthopedic or skull base surgery, the soft tissues of the neck are deformable, constantly changing throughout an operation. Every time tissue is retracted, dissected, divided or cauterized, the visual field changes. This dynamic, unpredictable environment necessitates the ability to continuously monitor and understand sensory data input. We do not currently have any clinically-approved robotic platforms that have the ability to sense the soft tissue environment in real-time.

Planning is the second capability required for robotic surgical autonomy. Generation of a plan means that the objectives of a task are defined, and a sequence of movements can be developed to achieve those objectives. Planning also involves making decisions based on the “sensing” information gathered about the surgical environment. Importantly, full autonomy would require that the robot be able to adjust the plan along the way, in real-time.

In the research setting, motion planning is currently being applied to sub-tasks like suturing, knot tying, surgical cutting, and debridement (13,18-22). There has been recent experience with more complex tasks such as intestinal anastomosis (23). In the operative setting, autonomous and semi-autonomous platforms are limited predominantly to bony procedures. The RoboDoc (Integrated Surgical Systems) system is used in joint replacement surgery and allows the surgeon to select an implant model and specify the desired position of the implant relative to CT coordinates. Intraoperatively, the robot is registered to the patient and then it plans and cuts the exact desired shape of the bone for implant placement (24). Similarly, robots have been used for autonomous drilling in skull base surgery, cortical mastoidectomies and cochlear implantation (25-30).

At present, the planning of basic tasks is well within our capabilities. More complex tasks can be performed by breaking the task down into sub-steps. Individual motions to making automating surgical tasks more realistic (31). While surgical tasks can be broken into finite movements, the combinations of those movements for specific tasks in individual surgical environments are infinite. Training a computer to assemble the proper combination of sub-steps for the ultimate completion of an entire surgery is a formidable challenge. For the development of clinical surgical autonomy, it may be most feasible to start with very basic (non-critical) sub-tasks, and gradually progress in complexity as technology and regulations permit.

After planning is complete, the robot must physically act and execute the plan—the action stage. The robot needs to know how to move, and how to alter movements if the environment changes or if a desired action does not result in the intended (or predicted) effect. The simplest form of surgical automation is execution of predetermined steps in a controlled environment. This can be likened to an assembly line robot (automaton) that carries out its task efficiently and precisely. This works well in a controlled (constrained) environment like an assembly line, but does not translate to a complex dynamic operative environment. In surgery, a predefined action sequence will fail if there is unplanned movement or deformation in the surgical field. Thus, in a dynamic surgical environment, an autonomous robot must continually process the sensing, planning, and execution stages to constantly adapt in order to perform surgical tasks.
Some semi-autonomous technologies utilize virtual fixtures, a type of software program that incorporates sensing and alterations in motion plan and execution. Virtual fixtures can be thought of as “no fly zones” where motion can be prevented. An autonomous algorithm can be envisioned that integrates real-time perception to prevent damage to vital structures such as nerves or blood vessels. Virtual fixtures can also be used to alter motion within a certain three-dimensional space. In certain parts of the operative field, the robot could follow predetermined motion paths, guide the instruments along ideal trajectories or prevent the robot from entering restricted regions (12,32). Motion scaling and tremor reduction are also routinely used to enhance robotic movements (33,34), and can be applied to virtual fixtures.

Potential applications of robotic autonomy in endocrine surgery

In our current surgical practice, intelligent computer assistance is an untapped yet promising realm with immense potential. Intelligent robotic systems have potential to improve accuracy and precision, safety, and decrease human error by augmenting the way the surgeon evaluates and interacts with the surgical field. Additionally, advanced surgical robots with autonomous capabilities could increase access to high-level surgical care in rural or underserved areas, and bring surgery to otherwise unreachable austere environments. While there are currently no autonomous or semi-autonomous robotic platforms in the field of endocrine surgery, we can consider how current technologies may contribute to future innovations. A discussion of current state of the art in robotic endocrine surgery is out of the scope of this review.

Robotic autonomy could be implemented through continuous optimization of instrument trajectory and position. The robot could maintain the instrument tips in the surgeon-specified (or ideal) location while moving the control arms outside of the operative field to prevent collisions and optimize the angle of approach. This semi-autonomy augments the surgeon’s capabilities and allows the surgeon to focus on the procedure itself and not the docking and setup mechanics. This may be particularly helpful for minimally-invasive thyroid and neck surgery where much of the surgeon’s mental capital is spent on optimizing exposure and altering robotic arm trajectory and alignment.

Intelligent sensing technologies could augment the robotic endocrine surgeon’s understanding of the operative field and could be used to add safety measures such as virtual fixtures. Virtual fixtures can be thought of as regions within the operative field where robotic motion can be adjusted by the robot. This could be done to prevent motion into a carotid artery, or to automatically increase the precision and minimize force during the dissection of structures like laryngeal nerves.

The use of near-infrared fluorescence (NIRF) technology is well described in endocrine surgery. Open field fluorescence imaging, most commonly through the use of indocyanine green, is used for intraoperative identification of hyperplastic parathyroid glands and ectopic parathyroid glands in parathyroid surgery, and, in some cases, healthy parathyroid glands during thyroid operations (35,36). A label-free, real-time technique using near-infrared autofluorescence for parathyroid localization has also been described (37). Fluorescent technology has also been utilized for oncologic purposes; fluorescent labeling of peptides has been used for detection of residual papillary thyroid carcinoma (38).

The most recent da Vinci robotic endoscopes have been redesigned with an integrated fluorescent imaging mode. Early work with NIRF imaging in robotic surgery has shown promise for semi-autonomous soft tissue tracking (17,23). The near-infrared spectrum allows for tissue penetration through layers of obstructing blood or tissue (17). NIRF imaging may have clinical applications in lymph node mapping, tumor mapping, and visualization of surgical structures (39). Merging robotic NIRF technologies for visualization and intraoperative fluorescent imaging for parathyroid or tumor localization is a logical next step in the evolution of robotic endocrine surgery.

Improved surgical visualization may come through fluorescence imaging of nerves (40), gland tissue, and cancer (41). This anatomical detail could be overlaid on the surgical scene to augment traditional white light reflectance images. Even more advanced would be to have the robotic system display deeper structures as phantoms under the surface anatomy, to provide the surgeon with a window into the tissues beyond current capabilities. This improved sensing and perception could then be utilized in the next step, altering and developing semi-autonomous or autonomous motion planning and execution.

Endocrine surgery may be an attractive space for future robotic semi-autonomy research due to high disease
prevalence and surgical volume and the field’s relative familiarity with fluorescence imaging. Through the complex integration of advanced imaging and control systems, a surgical robot could theoretically perform fully-autonomous parathyroidectomy, thyroidectomy, and neck dissection. We are unlikely to see this level of sophistication in our current era of endocrine surgery, but the fundamental engineering and translational research toward such sophistication will continue.

**Conclusions**

In 2019, replacing a surgeon with a robot remains a far-fetched concept. However, we foresee a future where surgeon-capabilities are augmented by autonomous robots—not supplanted by them. There are currently no approved applications of robotic autonomy being used in the field of endocrine surgery, but exciting emerging technologies are likely to change the way we think and operate. The gradual integration of semi-autonomous capabilities may enhance operations in the next-wave of surgical robotics. Fluorescence imaging may be a stepping stone for the development of platforms with the sensory capabilities required for designing autonomous behaviors.
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